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Abstract. This work contributes to the discussion of design philosophy of alarm systems and its implications for advancing our understanding of human-alarm interaction in safety critical operational settings.  Two main points will be raised: (a) although alarms are viewed by the Safety Managers and Regulators as “barriers” (Reason, 1997; Hollnagel, 2004), they do not always fit with the goals and tasks of practitioners; (b) second it is argued that the discrepancies between the perspectives hold by safety Managers/Regulators and the “front line operators” might constitute a breach in the organizational safety barriers by creating a tension between incompatible, though justifiable, views.  
Introduction
This work contributes to the discussion of design philosophy of alarm systems and its implications for advancing our understanding of human-alarm interaction in safety critical operational settings.  Two main points will be raised: (a) although alarms are viewed by the Safety Managers and Regulators as “barriers” against accidents or incidents (Reason, 1997; Hollnagel, 2004), they do not always fit with the goals and tasks of practitioners; (b) the discrepancies between the perspectives held by safety Managers/Regulators and the “front line operators” might constitute a breach in the organisational safety barriers by creating a tension between incompatible, though justifiable, views.  Implications drawn from a Resilience Engineering perspective are sketched.

A leading issue in the alarm literature appears to be that of distinguishing different roles played by the alarms, depending on the goals of the monitoring/controlling process at a particular time (Niwa & Hollnagel, 2001; Xiao, Mackenzie, Seagull, and. Jaberi, 2000). In this sense, alarms are considered to be a support to diagnosis by intervening during high tempo conditions. However, serious concerns, such as have arisen in studies in the healthcare sector,, point to the inadequacies of current accounts of operator-alarm. In the clinical environment, for example, auditory alarms are said to be “confusing, obtrusive and uninformative. [….] alarms often increase workload, make communications difficult and produce a hostile work environment” (Seagull, Xiao, Mackenzie & Wickens, 2000).

Our hypothesis, supported by operational, as well as our own empirical investigation (reported elsewhere, see Amaldi, Rozzi & Kirwan, 2007), is that our understanding of alarm-human interaction could be improved if we had a more clearly articulated view of the ways alarms are integrated into work practices.  Our claim is that, as with any other kind of Information Technology, alarms and their associated prescribed and observed responses gain their meaning when understood in interaction with local goals and with organizationally relevant objectives.  Following results and recommendations generated within the alarm and warning devices literature, we argue for the Systemic Structural Theory of Activity (SSTA) (Bedny & Karwowski, 2007) as a promising candidate conceptual framework for modeling practitioners’ interactions with an alarm system called TCAS (Traffic Collision and Avoidance System).  SSTA emphasizes, among other things, the important concepts of “meaning” and “sense” and their role in developing meaningful interactions with a sign system such as an alarm device (see also Woods, 1995).  In the paper we argue that such a model of “sense making” can be built from this approach and might inform future development of TCAS including its further integration into the ATM context.
Alarms are often treated by practitioners as “information providers” rather than devices that “impose” on practitioners a unique interpretation of system change (Xiao & Seagull, 1999).  In this perspective, alarms are viewed as one among many types of signal sources providing diagnostic information to practitioners.  Further, alarms are treated as a proxy for memory aid or to signal the state of other related variables. In other words the changes underlying the alarm might be a relevant piece of information but its interpretation (and requirement for action) cannot be exclusively prescribed by the alarm itself (Seagull, et al., 2000). They conclude that alarms should focus on providing information “not on ways of forcefully disrupting attention.” 
Method

The method of data collection was essentially the same as for a related study and is documented by Rozzi, Amaldi, Fields, & Wong (2007). Here, however, the aim differs slightly in that we intended to document the multiple functions fulfilled by the safety device to be contrasted with the relatively simple definition provided by the upper management. The theoretical argument is that such a gap in conceptions has implications for safety practice at all levels. The following steps were taken: (i) Review of Accident Reports of a mid air collision occurred over Uberlingen (Swiss-German border) in July 2002 and in Japan (2001); (ii) Review of over 15 Technical Reports drawn in the past thirteen years and covering Operational Evaluation and Training material, issued by major Research and Development Centers in Civil Aviation; (iii) interviews with safety managers, regulators, airline pilots (ongoing, detailed results to be reported elsewhere). 
Alarms as safety barriers
The present work focuses on the design of a sophisticated alarm device called the Traffic Collision and Avoidance System (TCAS) installed in civilian aircraft in order to avoid aircraft-to-aircraft collision and in order to mitigate the consequences of navigating below the prescribed safety margins.  TCAS provides traffic instructions through a visual display and an oral annunciation. Traffic Collision and Avoidance System (TCAS) has a long history in the Air Force first and in Civil Aviation later.  Its first development in commercial aviation goes back in the late fifties at the time of a midair collision between two U.S. air carrier aircraft over the Grand Canyon. Compulsory introduction initially in North American skies (in the early nineties) and subsequently in Europe (late nineties), has provided a fairly large set of operational data concerning the occurrence of TCAS alarms, and pilots’ responses. Further training requirements led to the analysis of operational data and the generation of simulated scenarios with the intent of “demonstrating” the pivotal role of TCAS in maintaining safety. The main “take home” message was that, in spite of a few non-compliant responses from pilots (and controllers in other respects), TCAS can be demonstrated to be an effective safety device. The device distinguishes two levels, Traffic Advisory (TA) which only informs the aircraft crew about a possible, but not actual, threat and a Resolution Advisory (RA), which requires pilots to either climb or descend flight level to avoid an imminent threat. For both advisories visual and oral interfaces are available.
Given its apparent straightforward definition, we found that the very definition of the scope of TCAS is one of the issues requiring further consideration as we believe that there is more to it than what has been commonly presented (see ACAS Bulletin 2002, ACAS Manual, 2005). In particular the scope of TCAS as commonly advertised and presented for example in training, seems inadequate to account for the large variety of situations in which TCAS does intervene.  The following quotes illustrate the point:

“ACAS is intended to improve air safety by providing a ‘last resort’ method of preventing collisions, or near collisions.”  (Bisiaux, 1996, pg. 2); 

And again:

“The TCAS II equipment is a last resort means of preventing mid-air collisions or near mid-air collisions”. (Powell and Baldwin 2000 pg. 40/31)

We argue that this definition is an incomplete account of TCAS since it does not take into account the spectrum of possible uses. In particular it does not report on the ways in which pilots respond to the warning signals in real life situations. In what follows we shall present two main views on defining alarms and then we shall discuss them in the context of actual instances of human-alarm interactions
Two views on human-alarm interaction

A well known strategy to increase safety without penalizing productivity has been to provide automated aiding tools that assist operators in various monitoring and detection tasks (Luff, Heath & Svenson, 2007 in the domain of underground transport; Juhlin, & Weilenmann, 2005, for airport surveillance; Amaldi, Barale, Di Rienzo, 2000 for en route air traffic management).  While automation has been shown to work as an effective “symbolic” and “functional” safety barrier (Hollnagel, 2004), its reliability depends on the human intention to comply with them. Paradoxically, however, at the same time, these symbolic barriers require a continuous interpretation and adaptation to the changing circumstances of the process being controlled.  

A strategy to simplify the spectrum of human-alarm interaction has been that of defining univocally the role and the responses to the alarm.  For example, devices such as the alarm to prevent collision on board of aircraft (TCAS) are a kind of safety barriers advertised as being uncontroversial and unambiguous in terms of the roles and the required (human) responses (ACAS Bulletin, 2003). More generally, Koene & Vedam (2000) made a clear cut distinction between “alarms” and “alerts”:
“The ASM consortium defines alarms as signals to the operator that elicit well defined.  These are differentiated from alerts that are signals to the operators that they should be aware of something happening in the plant with no immediate intervention required.”

It has been shown, however, that in areas like process control and medical settings, practitioners have to continuously interpret and validate the scope of these devices (Mumaw, Roth, Vicente, & Burns, 2000; Seagull, Nieves-Khouw, Barczak, & Perkins, 2004; Woods, 1995).  

The following scenario based on real navigation data, taken from a training program called RITA (CENA & EUROCONTROL, 2002), is an example of a crews interpretation of the alarm and consequently the decision of not to follow the TCAS Resolution Advisory (RA). Two aircraft are involved: RITA01 and RITA02. RITA02 is approaching an airport prior to landing, whereas RITA02 is climbing, having just taken off.
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	RITA01 is flying at Flight Level (FL) 110 on approach; and maintain visual contact

RITA02 is on a different radio frequency, and is climbing to FL100 after departure. The tracks of the two aircraft are converging;

The air traffic controller gives RITA02 traffic information about RITA01, then clears RITA02 to climb behind RITA01 maintaining visual separation;

RITA02 receives a Resolution Advisory (RA) “Don’t climb” and thus it stops the climb. RITA01 receives a coordinated RA “Climb”, which is not followed by the pilot [inconsistent with phase of flight].


Figure 1. TCAS as a “reminder” to comply with safety standards (CENA & EUROCONTROL, 2002, pg 72-73.)

Three points should be made concerning the interaction between the alarm and its domain of application. First, for RITA01, climbing, as instructed by the TCAS RA, at that moment would have meant to engage in a maneuver inconsistent with their phase of flight (descending).  Second, generated a Resolution Advisory (RA) to prevent a predicted lost of standard separation, not to prevent a collision. Third, because TCAS was triggered during an ATC resolution, ther effect was to disrupt and come into conflict with an existing safety practice, in favor of a supposedly safer course of action.  To conclude, this scenario shows that TCAS instructions have not been followed because of inconsistencies  with the goals and assessment of the situation as made by the pilots of RITA01.  In the next section we present an alternative view of human alarm interaction.
A “systemic view” of alarm design

Introducing a warning or aiding tool to support the timely detection of deviations or anomalies is more than just building up yet another safety barrier. A typical justification for new tools is that by virtue of its constituent properties, it should better protect the whole system against hazardous events. However, the history of incidents and accidents involving the use of the Traffic Collision and Avoidance System (TCAS) has demonstrated that such a “modular” approach to design might be counterproductive resulting in needless loss of life (Chaiklin, 2007 pg. 186).  Safety barriers are never a stand alone set of devices, but they modify existing relations among resources, strategies and procedures or “programs” (Bedny & Karwowsky, 2007, pg. 322-339) and goals.  It is important, therefore, to consider practioners not simply as mere “devices for processing information” (Bedny, & Karwowsky, 2007, pg. 337). Rather, even apparently simple and straightforward instruction has to be interpreted in the light of the goals and of the self-regulating mechanisms of those practitioners.
A more convincing perspective then is to adopt a systemic view of human action by considering that experts have to continuously interpret requirements, standards and expectations in the face of a dynamically changing environment.  Systemic Structural Theory of Activity considers that understanding a sign it is not only a question of acquiring a set of responses but more crucial it is to consider that given sign in relation to the practice of which it is part of and which grants it meaning and (individual) sense making (Bedny, & Karwowsky, 2007, pg. 308-310).  The value of attributing meaning to its own and other people’s actions has been recognized by the CSCW literature as well (e.g., Schmidt, 2002).

Discussion and conclusions

The issues raised in this paper are believed to be central to the definition of an “alarm design philosophy” which seems to have long remained implicit in many instances of safety alarms design.

Out of the many TCAS encounters we have analyzed so far  we have identified several roles played by the alarm system. In spite of the fact that TCAS has been consistently advertised as a “last resort safety net”, our analysis of a rich body of operational data has shown that TCAS has intervened in a number of occasions pilots and controllers were fully and safely in control of the situation.  In particular, two broad classes of situations have appeared: either (a) TCAS intervened as a “reminder” of “good safe practice”, thus pushing pilots and controllers to stay well within the safety margins, or (b) without knowledge of the intentions and plans of operators, TCAS intervened by generating advisories conflicting with plans already generated and agreed by controllers and pilots. In the latter set of circumstances, TCAS acted as a “clumsy” third agent that did not show any of the qualities of a cooperative agent such as “[…] being able to pick up and relate to occurrences beyond their immediate task” (Schmidt, 2002, pg.294, italics added). This might explain the high percentage (80%) of TCAS interventions judged “unjustified” by controllers as reported in a recent operational evaluation of the alarm (Dean, 2002). 

A third broad class of events was the unintended interception of military air traffic, which we have not documented here (but see Rozzi, Amaldi, Fields & Wong, 2007). Such scenarios highlight another unanticipated consequence of TCAS  resulting in weakening or dissolving organizational boundaries by making no distinction between military and civilian traffic.

In accordance with findings from the literature on alarm-operators interaction, our analysis suggests that establishing a priori the roles that these devices are intended to play, is misleading and unduly obscuring important issues to be taken into account in designing and training for these alarm devices.  Further, an open question is, given the high tempo of operations in Air Traffic Management domain, to what extent should the negotiation of the different meanings that can be attributed to the alarm system be left open to the interpretation of pilots and controllers? In other words, to what extent the design of these tools should facilitate the recognition of the different roles they might play under different circumstances, e.g., under different phases of the ongoing diagnostic processes? 
To conclude we will address some of the issues raised by the workshop call (available at http://www.ist-palcom.org/activities/ecscw/diagnosing):
Collaboration: “Diagnosis is often a collaborative endeavor…” This is one of the weakest points of the TCAS tool. We have reviewed a number of occurrences where the alarm triggers off while both pilots’ and controllers are aware of what is happening and therefore no other intervention would be needed. Not only does TCAS does not provide support for collaboration among active participants. On the contrary, it can contribute to disrupting communications between ATC and the flight crew, which might severely affect safety. More to the point diagnosis is not only a collaborative endeavor, but is essentially a negotiation process historically and organizationally mediated.
“Human-matter engagement: “People must learn to notice, hear, and make matter speak…” The findings that pilots interpret the TCAS display differently from what is expected from them, highlights that learning is not just a straightforward process of learning appropriate responses, but is directed by what professionals perceive as “appropriate” which in turns reflect a “dynamic” adjustment among competing goals.
“The states of the technologies meant to support diagnostic work, are hard to diagnose, let alone “debug” We are currently collecting evidence about serious misunderstandings of the system and are moving towards a hypothesis that such misunderstanding not only reveals a lack of meaning construction but also lead professionals into responding to signals without constructing causal links. In other words it “reinforces” rote learning at the expense of the construction of diagnostic skills needed to address technology breakdown.
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